


 

 

 
 

 

 

 

 

 
 
 

THINKING ABOUT STATISTICS 

Simply stated, this book bridges the gap between statistics and philosophy. It 
does this by delineating the conceptual cores of various statistical methodologies 
(Bayesian/frequentist statistics, model selection, machine learning, causal 
inference, etc.) and drawing out their philosophical implications. Portraying 
statistical inference as an epistemic endeavor to justify hypotheses about a 
probabilistic model of a given empirical problem, the book explains the role of 
ontological, semantic, and epistemological assumptions that make such inductive 
inference possible. From this perspective, various statistical methodologies are 
characterized by their epistemological nature: Bayesian statistics by internalist 
epistemology, classical statistics by externalist epistemology, model selection 
by pragmatist epistemology, and deep learning by virtue epistemology. 

Another highlight of the book is its analysis of the ontological assumptions 
that underpin statistical reasoning, such as the uniformity of nature, natural 
kinds, real patterns, possible worlds, causal structures, etc. Moreover, recent 
developments in deep learning indicate that machines are carving out their own 
“ontology” (representations) from data, and better understanding this—a key 
objective of the book—is crucial for improving these machines’ performance 
and intelligibility. 

Key Features 

• Without assuming any prior knowledge of statistics, discusses philosophical 
aspects of traditional as well as cutting-edge statistical methodologies. 

• Draws parallels between various methods of statistics and philosophical 
epistemology, revealing previously ignored connections between the two 
disciplines. 

• Written for students, researchers, and professionals in a wide range of felds, 
including philosophy, biology, medicine, statistics and other social sciences, 
and business. 

• Originally published in Japanese with widespread success, has been translated 
into English by the author. 

Jun Otsuka is Associate Professor of Philosophy at Kyoto University and a visiting 
researcher at the RIKEN Center for Advanced Intelligence Project in Saitama, 
Japan. He is the author of The Role of Mathematics in Evolutionary Theory (Cambridge 
UP, 2019). 
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PREFACE TO THE ENGLISH EDITION 

This book is the English edition of a book originally published in Japanese under 
the title Tokeigaku wo Tetsugaku Suru (Philosophizing About Statistics), by the University 
of Nagoya Press. Instead of composing a word-to-word translation, I took this 
occasion to revise the whole book by incorporating feedback to the original edi-
tion and adding some new paragraphs, so it might be more appropriate to call it 
a rewrite rather than a translation. I also replaced some references and book guides 
at the end of the chapters with those more accessible to English readers. 

Translating your own writing into a language of which you don’t have a perfect 
command is a painful experience. It was made possible only by close collaboration 
with Jimmy Aames, who went through every sentence and checked not only my 
English but also the content. Needless to say, however, I am responsible for any errors 
that may remain. I also owe a great debt to Yukito Iba, Yoichi Matsuzaka, Yusaku 
Ohkubo, Yusuke Ono, Kentaro Shimatani, Shohei Shimizu, and Takeshi Tejima for 
their comments on the original Japanese manuscript and book, and Donald Gillies, 
Clark Glymour, Samuel Mortimer, and an anonymous reviewer for Routledge for 
their feedback on the English manuscript, all of which led to many improvements. 

This book, like all of my other works, was made possible by the support of 
my mentors, teachers, and friends, including but not limited to: Steen Anders-
son, Yasuo Deguchi, Naoya Fujikawa, Takehiko Hayashi, Chunfeng Huang, 
Kunitake Ito, Manabu Kuroki, Lisa Lloyd, Guilherme Rocha, Robert Rose, 
and Tomohiro Shinozaki. I am also grateful to Kenji Kodate and his colleagues 
at the University of Nagoya Press, and Andrew Beck and his colleagues at 
Routledge, for turning the manuscript into books. 

Finally and most of all, I am grateful to my family, Akiko and Midori Otsuka, 
for their moral support during my writing efectively two books in a row in 
the midst of the global upheaval caused by the COVID-19 pandemic. 



 

 

INTRODUCTION 

What Is This Book About? 

This book explores the intersection between statistics and philosophy, with the 
aim of introducing philosophy to data scientists and data science to philosophers. By 
“data science” I am not referring to specifc disciplines such as statistics or 
machine learning research; rather, I am using the term to encompass all scientifc 
as well as practical activities that rely on quantitative data to make inferences 
and judgments. But why would such a practical science have anything to do 
with philosophy, often caricatured as empty armchair speculation? Statistics is 
usually regarded as a rigid system of inferences based on rigorous mathematics, 
with no room for vague and imprecise philosophical ideologies. A philosophi-
cally minded person, on the other hand, might dismiss statistics as merely a 
practical tool that is utterly useless in tackling deep and inefable philosophical 
mysteries. 

The primary aim of this book is to dispel these kinds of misconceptions. 
Statistics today enjoys a privileged role as the method of deriving scientifc 
conclusions from observed data. For better or worse, in most popular and sci-
entifc articles, “scientifcally proven” is taken to be synonymous with “approved 
by a proper statistical procedure.” But on what theoretical ground is statistics 
able to play, or at least expected to play, such a privileged role? The justifcation 
of course draws its force from sophisticated mathematical machinery, but how 
is such a mathematical framework able to justify scientifc—that is, empirical— 
knowledge in the frst place? This is a philosophical question par excellence, and 
various statistical methods, implicitly or explicitly, have some philosophical 
intuitions at their root. These philosophical intuitions are seldom featured in 
common statistics textbooks, partly because they do not provide any extra tools 
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2 Introduction 

that readers could use to analyze data they collect for their theses or research 
projects. However, understanding the philosophical intuitions that lie behind 
the various statistical methods, such as Bayesian statistics and hypothesis testing, 
will help one get a grip on their inferential characteristics and make sense of 
the conclusions obtained from these methods, and thereby become more con-
scious and responsible about what one is really doing with statistics. Moreover, 
statistics is by no means a monolith: it comprises a variety of methods and 
theories, from classical frequentist and Bayesian statistics to the rapidly develop-
ing felds of machine learning research, information theory, and causal inference. 
It goes without saying that the proper application of these techniques demands 
a frm grasp of their mathematical foundations. At the same time, however, they 
also involve philosophical intuitions that cannot be reduced to mathematical 
proofs. These intuitions prescribe, often implicitly, how the world under inves-
tigation is structured and how one can make inferences about this world. Or, 
to use the language of the present book, each statistical method embodies a 
distinct approach to inductive inference, based on its own characteristic ontology 
and epistemology. Understanding these ideological backgrounds proves essential 
in the choice of an appropriate method vis-à-vis a given problem and for the 
correct interpretation of its results, i.e., in making sound inferences rather than 
falling back on the routine application of ready-made statistical packages. This 
is why I believe philosophical thinking, despite its apparent irrelevance, can be 
useful for data analysis. 

But, then, what is the point for a philosopher to learn statistics? The standard 
philosophy curriculum in Japanese and American universities is mostly 
logic-oriented and does not include much training in statistics, with the 
possible exception of some basic probability calculus under the name of 
“inductive logic.” Partly because of this, statistics is not in most philosophers’ 
basic toolbox. I fnd this very unfortunate, because statistics is like an ore 
vein that is rich in fascinating conceptual problems of all kinds. One of the 
central problems of philosophy from the era of Socrates is: how can we 
acquire episteme, or true knowledge? This question has shaped the long 
tradition of epistemology that runs through the modern philosophers Descartes, 
Hume, and Kant, leading up to today’s analytic philosophy. In the course of 
its history, this question has become entwined with various ontological and/ 
or metaphysical issues such as the assumption of the uniformity of nature, 
the problem of causality, natural kinds, and possible worlds, to name just a 
few. As the present book aims to show, statistics is the modern scientifc 
variant of philosophical epistemology that comprises all these themes. That 
is, statistics is a scientifc epistemology that rests upon certain ontological 
assumptions. Therefore, no one working on epistemological problems today 
can aford to ignore the impressive development and success of statistics in 
the past century. Indeed, as we will see, statistics and contemporary 
epistemology share not only common objectives and interests; there is also 



 

 
 

Introduction 3 

a remarkable parallelism in their methodologies. Attending to this parallelism 
will provide a fruitful perspective for tackling various issues in epistemology 
and philosophy of science. 

Given what has been said thus far, a reader might expect that this book is 
intended as an introduction to the philosophy of statistics in general. It is not, 
for two reasons. First, this book does not pretend to introduce the reader to 
the feld of the philosophy of statistics, a well-established branch of contemporary 
philosophy with a wealth of discussions concerning the theoretical ground of 
inductive inference, interpretations of probability, the everlasting battle between 
Bayesian and frequentist statistics, and so forth (Bandyopadhyay and Forster 
2010). While these are all important and interesting topics, going through them 
would make a huge volume, and in any case far exceeds the author’s capability. 
Moreover, as these discussions often tend to be highly technical and assume 
familiarity with both philosophy and statistics, non-specialists may fnd it difcult 
to follow or keep motivated. Some of these topics are of course covered in this 
book, and in the case of others I will point to the relevant literature. But instead 
of trying to cover all these traditional topics, this book cuts into philosophical 
issues in statistics with my own approach, which I will explain in a moment. 
Thus readers should keep in mind that this book is not intended as a textbook-
style exposition of the standard views in the philosophy of statistics. 

The second reason why this book is not entitled An Introduction to the Phi-
losophy of Statistics is that it does not aim to be an “introduction” in the usual 
sense of the term. The Japanese word for introduction literally means “to enter 
the gate,” with the implication that a reader visits a particular topic and stays 
there as a guest for a while (imagine visiting a temple) in order to appreciate, 
experience, and learn its internal atmosphere and architectural art. This book, 
however, is not a well-mannered tour guide who quietly stays at one topic, 
either statistics or philosophy. It is indeed a restless traveler, entering the gate 
of statistics, quickly leaving and entering philosophy from a diferent gate, only 
to be found in the living room of statistics at the next moment. At any rate, 
the goal of this book is not to make the reader profcient in particular statistical 
tools or philosophical ideas. This does not mean that it presupposes prior famil-
iarity with statistics or philosophy: on the contrary, this book is designed to be 
as self-contained as possible, providing plain explanations for every statistical 
technique and philosophical concept at their frst appearance (so experts may 
well want to skip these introductory parts). The aim of these explanations, 
however, is not to make the reader a master of the techniques and ideas them-
selves; rather, they are meant to elucidate the conceptual relationships among 
these techniques and ideas. Throughout this book we will ask questions like: 
how is a particular statistical issue discussed in the context of philosophy? How 
does a particular philosophical concept contribute to our understanding of 
statistical thinking? Through such questions, this book aims to bridge statistics 
and philosophy and reveal the conceptual parallelism between them. Because 



 

 
 

 
 
 
 
 

 
 
 
 

 

 

4 Introduction 

of this interdisciplinary character, this book is not entitled “Introduction” and 
is not intended to be read as such. That is, this book does not pretend to train 
the reader to become a data scientist or philosopher. Rather, this is a book for 
border-crossers: it tempts the data analyst to become a little bit of a philosopher, 
and the philosophy lover to become a little bit of a data scientist. 

The Structure of the Book 

What kind of topics, then, are covered in this book? This book may be likened 
to a fabric, woven with philosophy as its warp and statistics as its weft. The 
philosophy warp consists of three threads: ontology, semantics, and epistemology. 
Ontology is the branch of philosophy that studies the real nature of things exist-
ing in the world. Notable historical examples include the Aristotelian theory 
of the four elements, according to which all subcelestial substances are composed 
from the basic elements of fre, air, water, and earth; and the mechanical phi-
losophy of the 17th century, which aimed to reduce all physical matter to 
microscopic particles. But ontology is not monopolized by philosophers. Indeed, 
every scientifc theory makes its own ontological assumptions as to what kinds 
of things constitute the world that it aims to investigate. The world of classical 
mechanics, for example, is populated by massive bodies, while a chemist or 
biologist would claim that atoms and molecules, or genes and cells, also exist 
according to their worldview. We will not be concerned here with issues such 
as the adequacy of these ontological claims, or which entities are more “fun-
damental” and which are “derivative.” What I am pointing out is simply the 
truism that every scientifc investigation, insofar as it is an empirical undertaking, 
must make clear what the study is about. 

Unlike physics or biology, which have a concrete domain of study, statistics 
per se is not an empirical science and thus may not seem to rely on any explicit 
assumption about what exists in the world. Nevertheless, it still makes ontologi-
cal assumptions about the structure of the world in a more abstract way. What 
are the entities posited by statistics? The frst and foremost thing that must exist 
in statistics is obvious: data. But this is not enough—the true value of statistics, 
especially its primary component known as inferential statistics, lies in its art 
of inferring the unobserved from the observed. Such an inference that goes 
beyond the data at hand is called induction. As the 18th-century Scottish phi-
losopher David Hume pointed out, inductive inference relies on what he called 
the uniformity of nature behind the data. Inferential statistics performs predictions 
and inferences by mathematically modeling this latent uniformity behind the 
data (Chapter 1). These mathematical models come in various forms, with 
difering shades of ontological assumptions. Some models assume more “exis-
tence” in the world than others, in order to make broader kinds of inferences 
possible. Although such philosophical assumptions often go unnoticed in sta-
tistical practice, they also sometimes rear their head. For instance, questions 



 

 

 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Introduction 5 

such as “In what sense are models selected by AIC considered good?” or “Why 
do we need to think about ‘possible outcomes’ in causal inference?” are onto-
logical questions par excellence. In each section of this book, we will try to reveal 
the ontological assumptions that underpin a given statistical method, and consider 
the implications that the method has on our ontological perspective of the 
world. 

Statistics thus mathematically models the world’s structure and expresses it 
in probabilistic statements. But mathematics and the world are two diferent 
things. In order to take such mathematical models as models of empirical phe-
nomena, we must interpret these probabilistic statements in a concrete way. For 
example, what does it mean to say that the probability of a coin’s landing heads 
is 0.5? How should we interpret the notorious p-value? And what kind of state 
of afair is represented by the statement that a variable X causes another variable 
Y? Semantics, which is the second warp thread of this book, elucidates the 
meaning of statements and conceptions that we encounter in statistics. 

Statistics is distinguished from pure mathematics in that its primary goal is 
not the investigation of mathematical structure per se, but rather the application 
of its conclusions to the actual world and concrete problems. For this purpose, 
it is essential to have a frm grasp of what statistical concepts and conclusions 
stand for, i.e., their semantics. However, just as statistics itself is not a monolith, 
so the meaning and interpretation of its concepts are not determined uniquely 
either. In this book we will see the ways various statistical concepts are under-
stood in diferent schools of statistics, along with the implications that these 
various interpretations have for actual inferential practices and applications. 

The third and last warp thread of this book is epistemology, which concerns 
the art of correctly inferring the entities that are presupposed and interpreted 
from actual data. As we noted earlier, statistics is regarded as the primary 
method by which an empirical claim is given scientifc approval in today’s 
society. There is a tacit social understanding that what is “proven” statistically 
is likely true and can be accepted as a piece of scientifc knowledge. What 
underlies this understanding is our idea that the conclusion of an appropriate 
statistical method is not a lucky guess or wishful thinking; it is justifed in a 
certain way. But what does it mean for a conclusion to be justifed? There 
has been a long debate over the concept of justifcation in philosophical epis-
temology. Similarly, in statistics, justifcation is understood in diferent ways 
depending on the context—what is to be regarded as “(statistically) certain” 
or counts as statistically confrmed “knowledge” is not the same among, say, 
Bayesian statistics, classical statistics, and the machine learning literature, and 
the criteria are not always explicit even within each tradition. This discrepancy 
stems from their respective philosophical attitudes as to how and why a priori 
mathematical proofs and calculations are able to help us in solving empirical 
problems like prediction and estimation. This philosophical discordance has 
led to longstanding conficts among statistical paradigms, as exemplifed by the 



 

 
 
 
 
 
 
 
 

 

 

 

 
 
 

 

 
 
 

6 Introduction 

notorious battle between Bayesians and frequentists in the 20th century. It is 
not my intention to fuel this smoldering debate in this book; rather, what I 
want to emphasize is that this kind of discrepancy between paradigms is rooted 
in the diferent ways that they understand the concept of justifcation. Keeping 
this in mind is important, not in order to decide on a winner, but in order 
to fully appreciate their respective frameworks and to refect on why we are 
able to acquire empirical knowledge through statistical reasoning in the frst 
place. As will be argued in this book, the underlying epistemology of Bayesian 
statistics and that of classical testing theory are akin to internalism and exter-
nalism in contemporary epistemology, respectively. This parallelism, if it holds, 
is quite intriguing, given the historical circumstance that statistics and philo-
sophical epistemology developed independently without much interaction, 
despite having similar aims. 

With ontology, semantics, and epistemology as our philosophical warp threads, 
each chapter of this book will focus on a specifc statistical method and analyze 
its philosophical implications; this will constitute the weft of this book. 

Chapter 1 is a preliminary introduction to statistics without tears for those 
who have no background knowledge of the subject. It reviews the basic distinc-
tion between descriptive and inferential statistics and explains the minimal math-
ematical framework necessary for understanding the remaining chapters, including 
the notions of sample statistics, probability models, and families of distributions. 
Furthermore, the chapter introduces the central philosophical ideas that run 
through this book, namely that this mathematical framework represents an ontol-
ogy for inductive reasoning, and that each of the major statistical methods provides 
an epistemological apparatus for inferring the entities thus postulated. 

With this basic framework in place, Chapter 2 takes up Bayesian statistics. 
After a brief review of the standard semantics of Bayesian statistics, namely the 
subjective interpretation of probability, the chapter introduces Bayes’ theorem 
and some examples of inductive inference based on it. The received view takes 
Bayesian inference as a process of updating—through probabilistic calculations 
and in accordance with evidence—an epistemic agent’s degree of belief in 
hypotheses. This idea accords well with internalist epistemology, according to 
which one’s beliefs are to be justifed by and only by other beliefs, via appro-
priate inferential procedures. Based on this observation, it will be pointed out 
that well-known issues of Bayesian statistics, like the justifcation of prior prob-
abilities and likelihood, have exact analogues in foundationalist epistemology, 
and that if such problems are to be avoided, inductive inference cannot be 
confned to internal calculations of posterior probabilities but must be opened 
up to holistic, extra-model considerations, through model-checking and the 
evaluation of predictions. 

Chapter 3 turns to so-called classical statistics, and in particular the theory of 
statistical hypothesis testing. We briefy review the frequentist interpretation of 
probability, which is the standard semantics of classical statistics, and then we 



 

 
 
 
 
 
 
 

 

 
 
 
 

 
 

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 

 

Introduction 7 

introduce the basics of testing theory, including its key concepts like signifcance 
levels and p-values, using a simple example. Statistical tests tell us whether or not 
we should reject a given hypothesis, together with a certain error probability. 
Contrary to a common misconception, however, they by no means tell us about 
the truth value or even probability of a hypothesis. How, then, can such test results 
justify scientifc hypotheses? We will seek a clue in externalist epistemology: by 
appealing to a view known as reliabilism and Nozick’s tracking theory, I argue that 
good tests are reliable epistemic processes, and their conclusions are therefore justi-
fed in the externalist sense. The point of this analogy is not simply to draw a 
connection between statistics and philosophy, but rather to shed light on the well-
known issues of testing theory. In particular, through this lens we will see that the 
misuse of p-values and the replication crisis, which have been a topic of contention 
in recent years, can be understood as a problem concerning the reliability of the 
testing process, and that the related criticism of classical statistics in general stems 
from a suspicion about its externalist epistemological character. 

While the aforementioned chapters deal with classical themes in statistics, 
the fourth and ffth chapters will focus on more recent topics. The main theme 
of Chapter 4 is prediction, with an emphasis on the recently developed tech-
niques of model selection and deep learning. Model selection theory provides 
criteria for choosing the best among multiple models for the purpose of pre-
diction. One of its representative criteria, the Akaike Information Criterion 
(AIC), shows us that a model that is too complex, even if it allows for a more 
detailed and accurate description of the world, may fare worse in terms of its 
predictive ability than a simpler or more coarse-grained model. This result 
prompts us to reconsider the role of models in scientifc inferences, suggesting 
the pragmatist idea that modeling practices should refect and depend on the 
modeler’s practical purposes (such as the desired accuracy of predictions) as 
well as limitations (the size of available data). On the other hand, deep learning 
techniques allow us to build highly complex models, which are able to solve 
predictive tasks with big data and massive computational power. The astonish-
ing success of this approach in the past decade has revolutionized scientifc 
practice and our everyday life in many aspects. Despite its success, however, 
deep learning models difer from traditional statistical models in that much of 
their theoretical foundations and limitations remain unknown—in this respect 
they are more like accumulations of engineering recipes developed through 
trial and error. But in the absence of theoretical proofs, how can we trust the 
outcomes or justify the conclusions of deep learning models? We will seek a 
clue to this question in virtue epistemology, and argue that the reliability of a 
deep learning model can be evaluated in terms of its model-specifc epistemo-
logical capability, or epistemic virtue. This perspective opens up the possibility 
of employing philosophical discussions about understanding the epistemic abili-
ties of other people and species for thinking about what “understanding a deep 
learning model” amounts to. 



 

 

 

 

8 Introduction 

Chapter 5 changes gears and deals with causal inference. Every student of 
statistics knows that causality is not probability—but how are they diferent? In 
the language of the present book, they correspond to distinct kinds of entities; 
in other words, probabilistic inference and causal inference are rooted in difer-
ent ontologies. While predictions are inferences about this actual world, causal 
inferences are inferences about possible worlds that would or could have been. 
With this contrast in mind, the chapter introduces two approaches to causal 
inference: counterfactual models and structural causal models. The former 
encodes situations in possible worlds using special variables called potential 
outcomes, and estimates a causal efect as the diference between the actual and 
possible worlds. The latter represents a causal relationship as a directed graph 
over variables and studies how the topological relationships among the graph’s 
nodes determine probability distributions and vice versa. Crucial in both 
approaches is some assumption or other concerning the relationship between, 
on the one hand, the data observed in the actual world and, on the other, the 
possible worlds or causal structures which, by their very nature, can never be 
observed. The well-known “strongly ignorable treatment assignment” assumption 
and the “causal Markov condition” are examples of bridges between these distinct 
ontological levels, without which causal relationships cannot be identifed from 
data. In causal inference, therefore, it is essential to keep in mind the ontological 
level to which the estimand (the quantity to be estimated) belongs, and what 
assumptions are at work in the estimation process. 

On the basis of these considerations, the sixth and fnal chapter takes stock 
of the ontological, semantic, and epistemological aspects of statistics, with a 
view toward the fruitful and mutually inspiring relationship between statistics 
and philosophy. 

Figure 0.1 depicts the logical dependencies among the chapters. Since philo-
sophical issues tend to relate to one another, the parts of this book are written 
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FIGURE 0.1 Flowchart of the book 
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in such a way that they refect as many of these organic connections as possible. 
Readers who are interested in only certain portions of the book will fnd the 
diagram useful for identifying relevant contexts and subsequent material. At the 
end of each chapter I have included a short book guide for the interested reader. 
I stress, however, that the selection is by no means exhaustive or even standard: 
rather, it is a biased sample taken from a severely limited pool. There are many 
good textbooks on both statistics and philosophy, so the reader is encouraged 
to consult works that suit their own needs and tastes. 
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